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CHAPTER 9
ANALYSIS WITHOUT CHEMICAL SEPARATION

L General Principles

Activation analyses without chemical separations can be applied in
special conditions only. In the most simple case the ratio of the activities
induced in the matrix and in the element to be determined is low or even
zero. If the matrix activity is low, chemical separations can be avoided
for the analysia of minor cunstituents, but generally not down to the
trace element lovel, Doterminations even down to this level can be
achieved when the matrix does not become radioactive. When the
matrix activity is shorter lived than the activity induced in the elament
to be determined, the former can be allowed to die out before the latter
is measured.

Even when a long-lived matrix activity is obtained, an attempt can
be made to count the isotope to be determined-in a selective way. This
can be achieved either by discriminative counting, when the energy of
the matrix activity is lower than the isotope of interest, or by the use
of an instrumental technique, such as described in Chapter 8, section
II1, B, which can turn a detection method into a more or less selective
one for & given isotope. Anyhow, with this last technique the difficulties
gonerally increase rapidly when reaching the ppm level, due to the
fact that the matrix/element activity ratio becomes quite high, This
high matrix activity can give rise to saturation and pile-up in the
detector and in the electronic measuring cirouits. If one minor or trace
element gives rise to an intense and high energy radiation, masking of
low intensities at lower energies also becomes unavoidable.

Practically every measuring technique can be coupled to an analysis
of a decay curve, This provides not only a purity cheok of the measured
activity by half-life, but when interferences of the matrix or of im-
purities ocour, an analysis of this curve can allow the determination of
the activity of the isctope of interest. Here again, at the trace impurity
level, activities are not normally large enough to ailow a precise analysis
of the curve, due to the large statistical Auctuation in count rate. The
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eventual aim of nondestructive activation analyeis is to aave time and
work, which is of interest when dealing with routine analysis of large
amounts of samples. In this philosophy, fully automated sctivation
analysis procedures have been developed. In this chapter, examples
will be given of activation analyses without chemical separation and
the applied techniques will be described. For convenience, tho latter
will be split into two groups: these based upon the nuclear properties
of the radionuclide of interest and those based upon detection and
measuring instrumentation, A survey of mondestructive activation
analysis techniques is given by Adams and Hoste (1).

II. Techniques Based on Nuclear Properties

Under the nuclear properties of an isotope one can classify the type
and energy of the emitted radiation, the half-lite and the time correla.
tion between the different radiation events. All these properties can be
found in the decay scheme as described in Chapter 6, section I, B. The
type of the emitted radiation mainly determines the choice of the
detector, as is discussed in Chapter 6, The radiation energy of theisotope
to be determined has to be considered in relation to the energy of the
interfering activity. When the latter is the smallest one, o simple
discriminative counting technique such as gamma, spectrometry can be
applied, as in Chapter 8.

The correlation between the different radiations, emitted by the same
isotope, can be used as & guide to judge if coincidence techniques can be
applied. For example, gamma-gamma and bets-gamma cascades,
decaying over very short-lived energy levels, are excellently suited for
coincidence purposes.

(A) Axarysis oF CompLEX DEcaY CURVES

1. General

The determination of the half-life of a radioactive isotope offers an
excellent criterion for identification, certainly in combination with a
selection in nature and energy of the emitted radiation. Furthermore,
the analysis of a decay curve permits a quantitative determination as
the activity of the isotope of interest can Ko corrected in each point of
the decay ourve for shorter and longer lived activitics and an extra-
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polation to the end of irradiation or to any conveaient time can be
performed. .

Indeed, the decay of an active isotope is exponential, as described
in Chapter 5, and is represented in the case of a aingle isotope, by

n2
m- A0 - 9.1
A =4 exp( Tm) 01)
where 4(t) and A® are the activities respectively at & time ¢ and at the
end of irradiation. Ty, is the half-life.

A plot of the logarithm of A{f) versus ¢ yields & straight line. The
intersection with the ordinate yields 4° for ¢ = 0, and the slope of the
line allows caloulation of the half-life, The total activity A(s); of &
complex decay curve with ¢ components, measured at & time ¢, can be
expressed as a sum of exponentials

AQt: -‘Z A9 exp (- Th;i;‘) (9.2)
. -4

and can be analyzed as such.

From this part of the ourve, the hslf.life of the longest lived isotope
can be determined and by extrapolation one can correct the shorter-
lived activities for this contribution. This procedure is repeated for
each of the present components. .

The analysis can be performed either graphically or with the aid of &
computer. In the first case, half-lives should differ by a factor of
approximately 5, whereas in the second case a factor 2 or 3 can be
sufficient to obtain good analysis, It is obvious that the feasibility of an
analysia will also depend on the relative activities of the componenta
and on the total activity of the measured sample. Decay curves, showing
large statistical fluctuations, as can obtain when low count rates have
to be measured, are indeed very tedious to analyze. A smoothi:.lg
procedure of the experimental points can greatly facilitate the analyais.
Computer programs for the analysis of complex decay curves are
described in the literature (2,3,4,5,6,7,8). They are based on & least
squares fit or on a Fourier style analysis of the data.

The decay curve analysis is very well suited to the determination
of short-lived isotopes, implying short irradistion and measuring
times and thus very rapid procedures, When the isotope of interest is
easily measured, an integral counting method can be sufficient. In all
other cases disoriminative counting, gamma spectrometry, or even
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special meas._.ug techniques can be used. The data coming from this
equipment are generally fed into a multiscaler which can be either a
printing soaler, provided with two ohronometers, one for measuring
time and one for waiting time, or a multichannel used in the multiscaler
mode.

When measuring short half-lives, care has to be taken in the choice
of the duration of the measurerient of a single point with respect to the
halflife as is described in Chapter 11, section V, B. Indeed, sngmﬁca.nt
extrapolation errors can occur when the measuring time is large in
comparison with the half-life.

2. Examples

Some typical examples of nondestructive activation aualysis by
means of decay ocurve analysis are:

. (a) Aluminium and chlorine in terphenyl. Aubouin (9) describes a

method for the determination of aluminium and chlorine in terphenyl
or other organic matrices. The nuclides %Al (&, == 1.78 MoV, Ty =
2.27 m) and 3*Cl (E, = 1.84-2.16 MoV, Ty, = 37 m) formed by
{n, ¥) reaction, are used for the determination, performed by gamma
spectrometr) coupled to decay analysis,

This permits us to take into account the interfering acnvmes of the
isotopes *Na (¥, = 1.38-2.7 MeV, T'y;, = 15 b) and **Mn (E, = 0.84
MeV, T'y;y = 2.8 h) in the chlorine determination, as can be sesn from
Figure 9.1, where & decay ourve of a typical cample is given.

The limits of this method are of course dependent on the interfering
activities but for chlorine e.g. 5 X 10~ g can be stated as normal.

(b} Indium in zinc. Gibbons and Lawson (10} determired indium in
zine and zine alloys by means of the decay curve analysis of the estivity
under the 1.27 MeV photopeak of 11%"In (T',;, = 54 m). In this way the
authors could correct for the interferences of the 1.11 MeV photopeak
of $Zn, and were able to perform the analysis without chemical
separation,

() Silver in lead, Adams et al. (11) determmed silver in lead without
chemical separation by decay curve analysis of the activity due to
HOAg (7'43=24.2 8), which is formed from natural silver by {n, y)

‘reaction, Use was made of the fast pneumatic transfer aystem at BR-1
of the S.C.K. at Mol (Belgium) {transfer time==0.2 s). A NaI(Tl) crystal
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coupled to a single channel ensured the selection of the 119Ag v, MeV
photopeak, and a 400 channel multiscaler recorded the decay curve of
the measured activity. Standards and samples were irradiated sepa-
rately, together with a platinum flux monitor. According to this method,
silver contents down to 0.02 ug were determined in 0.5 to 1 g lead
samples, with a reproducibility better than 10%,. Interferences due
to copper and antimony, which also give rise to short-lived isotopes,
could not be detected, even when these elements were present in sn
excess of 50 times the silver content.

|
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Fig. 6.1. Decay curve of chlorine in & terphenyl sampls containing Na and
Mn (8).
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(B) Comaiph...E TRCHNIQUES
1, General

The principles and the apparatus concerning coincidence techniques,
including beta-gamma, gamma.gamma, and gamma-sum coincidence,
have been described in Chapter 68, section III, E, 1.

The main parametera of this method are situated not only in the
time correlation between the components of the considered cascade,
but also in the energy of these radiations. For this reazon, energy selec-
tion coupled to time selection will yield the best results. Furthermore,
coincidence methods are not only important because of the specificity
of the counting technique, but are sometimes used for the sake of
sensitivity, even after chemical separation.

In the first case, the aim will be to minimize the random coincident
events due to the activity of the matrix and possible impurities, whereas
in the second case a coincident background must be obtained as low as
possible in order to ensure a high signa)/background ratio.

The total measured coincident count rate R, is given by:

Ry=R.+ Ry + Rz (9.3)

where R, R, and Rp represent respectively the true coincident count
rate due to the measured cascade (see equation (6.49)), the random
coincident rate due to the matrix and impurities (see equations (6.50)
and (6.52)) and the background coincident rate.

From equation {9.3) R, can be evaluated, after calculation of B,
by means of equation (6.50) and after measurement of K.

The coincident background rate, Rp, cannot be treated siwply as
a random coincidence, but can be regarded as composed of three effects:
a time coincident part, coming from cosmic radiation and possibly
from the electronic circuitry, & random coincident part end a part
produced by scattering of radiation from one detector into the other.

For two unshielded detectors, very close together, the scatter con-
tribution is about one order of magnitude larger than the true co-
incident part, which is in turn about one order of maguitude larger than
the random coincidences. The scatter contribution cen be minimized by
separating the two detectors from each other, or by placing them at an
angle and inserting a lead wedge between them. This last solution can-
not be adopted when strong angular correlations exist, as is the case

——ae

Ve MO L OLD WAAMHWVY LA Vb Db Asduld O XL ik b AR 4 .gldﬂ
with annihilation gamma rays. It has to be noted that the sam. scatter
phenomenon can ocour with the matrix and impurity activities, when
the detectors are placed close together. In activation analysis, one will
have to compromise, since removing detectors from the source means a
decrease in counting efficiency and very long counting times, especially
when dealing with trace analysis, .

Although the contribution of the true coincident component in th
background cannot be avoided, o8 appears from equation (6.40), the -
effect can be minimized by adequate shielding. A reduction in back-
ground from 0.12 opm to 0.035 cpm has been reported (12) for the
counting of 75Se with o 265-280 keV gating pulse in coincidence with
the 121-136 keV region, by moving the detectors, placed as closely
together as poasible, from a 50 x 50 x 50 cm lead shield with a
5 em wall thickness into a 100 x 100 x 100 ¢m one, with walls of 10 cm
thickness, The random coincident background can also be lowered, by
reducing the resolving time, as can be ssen from equation {6.52).

The contribution of R, is negligible when a pure background is
measured, but is the most important one when matrix and impurity
activitiea are present. Let the total pamrple disintegration rate D, be
composed of the disintegration rate of the eloment to be determined
D, ang of the impurities and matrix disintegration rate B;. According
to equations (6.49) and (8.52) one can write, after background sub-
traction:

R D, D,
—_—= = 4
R, 2:D*  2¢(D, 4+ D)? (0.4)
In general Dy < Dy, which simplifies equation (9.4) to
‘ .Rg D.
o - -_21_1)? {0.5)

Assuming a resolving time of 0.010 ps, it is easily shown that equal
coincident and random count rates are obtained for s disintegration
rate in matrix and impurities of 7 x 10% (D,)V/3. This means that a
given element can still be determined, when the accompanying activi-
ties are a factor of 7 x 10% (D,)¥* times larger than its own activity.

2. Ezamples

(a) Borg, Segel, Kienle and Campbell (13) applied a beta-gamma
coincidence technique for the nondestructive determination of man-
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ganese in biolo, .l material. The nuclide *$Mn has indeed & prominent
gamma ray at 0.85 MeV, which is coincident with a beta ray of 2.85
MeV maximum energy. In biological material however, an sotivity
several orders of magnitude larger than the $¢Mn activity is obtained,
due to *Na, emitting two gamma rays at 1.38 and 2.76 MeV respectively
whereas the maximum energy of the beta ray is 1.37 MeV. '

- The normal beta-gamma technique, using lower energy discrimina-
tion for the beta rays, could not be applied, as the detector is also for &
small percent sensitive to gamma rays. Therefore selection of the
pulses from the plastio beta detector became necessary and was per-
formed by means of a telescope counter inserted. between the source
and the plastic detector. This counter consists of a very thin plastic
sointillator, which is practically transparent for gamma rays, whereas
beta rays lose part of their energy in it before reaching the main beta
detector, where they are stopped. The light pulses obtained with the
telescope detector are scen by & photomultiplier by means of an
aluminized mylar reflection box and brought into coincidence with the
pulses stored in the main beta detector. The coincident output of the
beta detectors’ is subsequently brought into coincidence with the
gamma rays, measured with a sodium iodide erystal. Figure 9.2 shows
a scheme of the apparatus and a normal gammna spectrum in com-
parison with & triple coincident spectrum of a ®%}n-%Na mixture.
Furthermore, the authors made use of selective activation, obtained by
surrounding the sample with 939, 1°B enriched boron powder, en-
hancing in this way the resonance to therma! activation of 55Mn.
Manganese to sodium concentration ratios of 10-% were analyzed
without chemical separation.

(b) Hecker and Herr (14) applied the two channel gamma-gamma
coincidence method for the determination of traces of hafnium in
zirconium. Thermal neutron activation gives rise to the isotope
WHE Ty, = 45 d), whereas *Zr (T'y;, = 65 d) and 97Zr (Tyyy = 17h)
are obtained from the matrix. The decay schemec of 1#'Hf shows &
gamma ray cascade with respective energies of 0.48 MeV and 0.14
MeV, whereas no cascades occur in the decay of both zirccnium iso-
topes. Each channel was tuned to one of the cascade energies, and down
to 5 ppm hefnium in samples of about 30 mg zirconium was determined
without chemical separation. The authors claim that by optimizing
irradiation time and sample size this limit can be lowered by a factor
of 100. From the enalysis of a zircaloy sample containing 67 ppm
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H{ it appeared that no interferences ocourred from 8n, Cr, Fo and Ni,
which were present in respective concentrations of 1.5, 0.11, 0.10 and
0.03%,.

(c) The applicability of the gamma-gamma coincidence technique,
even when dealing with adjacent gamma rays, was demonstrated by
Salmon (15). When cobalt has to be determined in an iron matrix by

1%/ rﬁWlﬁ]@
PM Bl Mgg
L
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Fig. 9.2. Principle scheme of the g~y tripls coincidence guma-spectromester,
according to Borg & al. Classical gamma-spectrum of & #Na~*Afn mixture (=)
and triple coincident spectrum of the same mixture {b) {13).
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neutron activi..on analysis, the isotopes %Co (7'};,=5.2 y) and **Fe
(T1/3=45 d) are formed. Both isotopes emit gamma rays of approx.
imately the same energy: 4°Co 1.17 and 1.33 MoV and *'Fe 1.10 and
1.29 MeV. With & NaI(Tl) detector, both spectra cannot be separated.
From the decay scheme, it appears however that the #9Co gammas are
emitted in cascade, whereas the $9Fe ones are not. Thus, using a dual
channel coincidence technique the 4°Co speetrum can be measured
without interference from the $*Fe activity, even when the Iatter is 95
times larger than the cobalt activity, which is about the case when
dealing with & steel sample containing 100 ppm cobalt. ‘

(d) The same technique was used by Kim and Hoste (16) for the
simultaneous determination of silver and antimony in bismuth, by
means of the neutron produced isotopes 110%Ag and 148b, For 10"ag
the 0.65 and 0.88 MeV gamma cascade was measured, whereas 124Sh
wag determined using the 0.80 and 1.7 MeV cascade. In order to correct
for the mutual interferences of both isotopes, two ineasurements were
performed, one with both channels tuned in on the s cascade
followed by a measurement with both channels tuned in on the 1248h
caseade. By repeating these measurements with pure 1M A > and 1845
standards, the silver and antiriony content in bismuth could be
determined without chemical separation. When 1 g samples were
irradiated at & neutron flux of 4 x 101 n em=~2 -1 for 25 days, tho
sensitivity of the method was in the ppb region.

{e) Adams and Hoste (17) used a coincidence technique for the non.
destructive determination of tungsten and arsenic in vanadium
pentoxide. The isotope 1#’W, formed by {n, ) reaction, was measured
by means of the 72 keV-134 keV gamma cascade, where both gamma
rays are strongly converted, giving rise to the 60 keV Re K.X-ray,
These X.rays were measured in coincidence, making use of & NaI(TI)
wafer and a 3" x 3 Nal(Tl) detector, as described in Chapter 6,
section III, D. The 68 keV Pb X-ray was reduced by lining the lead
shield with cadmium and copper foil, and concentrations down to

200 ppb tungsten were determined in 200 mg V.0; samplea. Activitics

due to 7*As, 2¢Na and 3228b intecfere for 100%, when they are present
in an excess of respectively 450, 1250 and 900 in comparison to the
tungsten activity.

Arsenic was determined subsequently, using a dual channel gamma.-
gamma coincidence spectrometer. The 0.56-0.66 MaV gamma cascade
of "$As was used for this purpose, and allowed 10 ppm arsenic to be
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determined in the 200 mg V40, samples. Activities due to tu.gsten,
gold, platinum, ijridium and molybdenum do not interfere, whereas an
excess antimony activity could cause some errors. A correction for the
*Na activity which interferes through the 1.37-2.76 MeV gamma
cascade can be mads if required, by a subsequent measurement of the
1.37 MeV gamma peak.

(f) It is evident that when dealing with positron emitters, use can be
made of & gamma-gamma coincidence counting technique of both 0.511
MoV annihilation gamma rays. These gamma rays show a particulazly
strong angular correlation, since they are emitted at 180° angles.
Walile, Herpers and Herr (18) made excellent use of this property
in order to obtain additional selectivity when counting positron
annihilation radiation in & gamma ray background, even when con-
taining gamma-gamma cascades, which show negligible angular corre-
lation. A simplified but yevertheless ussful pioture of the source-
detectors assembly, is represented in Figure 9.3, where both NaI(T1)
crystals with a radius r, are of small thickness, and totally absorb the
incident gamma ray. The distance of the source P from both detectors
is to a good approximation equal to R. When P is a source, emitting a
nonangular correlated gamina cascade, with a disintegration rate D,,
the coincidenco count rate R,, will be given by )

rim \?
R, = D, (ZE'-;) (9.6)

when the cross section AC is said to be equal to the spherical surface
ABC, which is approximately true when R is large.

I
Detector ——4

)
AATRRASAT ALY 9

Fig. 9.3. Dotector sst up for coincidence caloulations according to Herr & a, (18},
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Ontheo.  hand, when P is replaced by 180° correlated positron
annihilation source P, the coincidence count rate B! will be

iy
F=p(l™
e= I (413’1:’) 07

where D/ is the disintegration rate of the source P

From equations (9.6) and (9.7) it appears that the coincident count
rate for a noncorrelated radiation decreases with R, whereas a 180°
correlated one decreases only with B2, This implies that the source—
detector distance R has to be quite large, in order to suppress the un-
correlated gamma background, when measuring positron annihilation
rays. At the same time, the random coincidence rate is also decreased,
42 appears from equation (6.50), As an example, Figure 9.4 shows tha
ratio of the coincidence count rate to the single channel count rate
as & functior of R for the isotope #2Na. Curve A is drawn for the
0.511 MeV positron annihilation radiation, curve B for the 0.511-
1.27 MeV gamma-gamma coincidence, Both curves are normalized

120
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Fig. 8.4, Ratio of coincident to single channel count rate versus the distance
of the detectors. Curve A: 180° carrelated y—y coincidence {*'Na 0.51/0.51 MeV"),
Curve B: uncorrelated y—y coincidence (11N 0.51{1.28 MeV) (18).
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by multiplying by a factor of 330 and 6500 respeotively. From sigure
9.4 it appears that the noncorrelsted gamma-gamms ooincidence
background can be reduced by a factor of 10,

A further advantage when dealing with positron emitters, exista in
the possibility of measuring separately the total coincidence count rate
of the source and the sum of the uncorrelated coincidence rate and the
random coincidence rate. For this purpose the source is measured once
in position P and onos in position F, which is located slightly over the
line DC, as ia shown in Figure 9.3, With the source at F, the 180°
correlated radiation count rate is decreased to a fraction of 0.007, This is
negligible in comparison with the interfering count rate, which is still
recorded, as R remains practically unchanged by the source dis.
placement, especially when R is large. As an example, when dealing
with 7.5 cm diameter detectors and R == 30 om, the source displace-
ment causes a change in R of only 0.99%.

The authors used this technique for the nondestructive determination
of copper in Bi, Pb, 71, Be, Se, Sn, Al and iron meteorite by means of
the */Cu isotope, which is mainly a positron emitter.

Only the matrices Se and 8n give rise to measurable interferences,
which could be corrected for by half-life determination. The limit of
the method is situated at about 8 ppb Ou for 1 g samples. Possible
interferences indicated by the avthors are summarized in Table 9.1.
For the copper determination in biemuth, the authors found that for
the interfering isotopes 19%Au, 110%Ag, T0Ag and 1338b, g 40 times
larger activity can be tolerated than by the gamma-gamma coincidence
method, used for the same analysis by Kim, Speecke and Hoste (19).

(g} The gamma sum coincidence method has been used by Adams
and Hoste (20) for the determination of antimony in lead without
chemical separation. The authors made use of the 0.603-1.89 MeV
gamma-gamma cascade of 1248b, the sum peak of which is situated at
2.29 MeV. The samples were disks of about 3 g lead with a thickness
of about 3 mm, in order to avoid measurable absorption of the gamma
rays. After & 4 day cooling period, the only remaining interference was
due to 11¢"Ag, which emits gamma rays up to 2.20 MeV. A correction
for this interference was obtained by measuring the activity between
the two 134Sb photopeaks, which was indeed entirely due to the ailver
activity and comparison with & pure 11%®Ag gtandard, The limit of the
method was situated at 10-3 ug antimony.,

(h) Wahlgren, Wing and Hines (21) applied the sum coincidence
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Moreover,. .n be shown that the standard deviation of 3z, 0N T4 is
given by

8 /2
Sz = [n . (ﬂu)“] (9.31)

where (ay5)-1 is the corresponding diagonal element of the inverse
matrix [a|~-1,

From a complex spectrum and from the spectra of the composing
standards one can compute the best values for the ratios of each
component to its respective standard and also the standard deviation.
As all channels of the spectrum are used, statistical counting errors
are minimized. Moreover, no subjective errors are induced. One should
however remark that the generation of random sumpeaks in the
complex spectrum can seriously affect the results of this method,
unless they are corrected for (36), Moreover, overlooking one com-
ponent, or taking a standard into account missing in the complex
spectrum, can give rise to serious errors in the computed ratios.

3. Decay Curve Analysis

As already mentioned in section II, A, complex decay curves can
readily be analyzed by means of & computer, avoiding the time con-
suming graphical analysis and errors induced by subjective judgement.

The first and most simple way to analyze complex decay curves
is to proceed according to the graphical method, using the least
squares technique. A linear least squares fit is performed, starting with
the interference free activity dua to the longest lived isotope. In cach
point of this part of the decay curve, one can write:

lnA® ~ Mg —Indyg = Z, (9.32)

where A° represents the activity of the considered isotope at time
zero (usually at the end of the irradiation), 4, its activity aiter a
decay time ¢ and A the disintegration constant. The error, due to
the counting statistics, is denoted as Z. Writing equation (9.32) for
% interference free points, and summing the squares, yields:

i5_;1(1:1 A0 = My~ Indy 07 = 3 22 (0.33)

By equating the partial derivatives of (0.33), with respect to In A9

4
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and A, to zero and solving the set of equations one obtains es._.aates
for A® and A for the considered isotope. Starting with the points
representing the activity of the isotope having the amallest decay
constant, the program is iterated with increasing m, until 4* and
consequently A increase. The foregoing values are then taken as the
best estimates, by means of which the activity of the longest lived
isotope is caloulated and subtracted from each point of the decay curve.
With this corrected decay curve, the program is started over again, in
order to caloulate the 4° and X of the next longer lived isotope, and so
on.

It has to be remarked, that due to statistical fluctuaticns, the half-
lives and the 4° values found can differ from the correct ones (33).
Thercfore one considers the best values as follows

A = A 4 A4] .

2F = A+ Al ) (9.34)

where the asterisk indicates the best value and j indicates the different

isotopes present in the complex decay curve. Now, the relation of the
decay curve can be written:

A= ;: (47 + A4]) exp[—(A; + AA] (9.35)

where 4¢ indicates the total activity of the curve at #. Linearization
of equation (9.35), in order to compute the optimum values for AAd}and
AAy by the least squares method yields:

z‘_; [); (4 + A4D — AJAMl) exp (~Aghy) — A‘] - ; Z  {9.36)

This approximation is valid, becauss Ad; <€ 1 and ALJAMY <K A).

Minimizing the square of equation (9.36) by partial differentiation
with respect to A4] and A);, and eolving the set of equations thus
obtained, yields the optimum values for A4§ and AA; and hence the best
values for Af* and A,

The program “SMASH" (Systematic Mathematical Analysis of
“Short” Half-lives) (8, 41, 42) makes use of two separate mathematical
procedures for complex decay curve analysis, which can be represented
as a set of observations of the form:

Av= 3 4f oxp (~2) (0.37)

where 4; = total activity at time ¢
A] = initial activity of componens j, with a decay constant As
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The best val.  or 4] and A; have to be selected in order to fit the
observations of the decay curve. This is obtained by a combination of
the linear least squares technique and a direct search procedure. Values
for A; are assumed, e.g. by graphical estimation, which are not to be the
exact ones and are kept constant for the calculation of the first approxi-
mated values of 47, This reduces equation (9.37) to a linear equation in
47 and the least squares technique can be applied, minimizing with
respect to 4 the expression '

¥ W4, - ;4}1:,,,)2 - ; 7 (9.38)

where the weight 17y is assumed to be 1/o}, ¢! being the variance
of the ith observation. k; is a storage matrix of exponentials. From
this the quantity ) Z} can be calculated, which is divided by the

number of degrees of freedom (here number of observations minus
number of components). The square root of this result is called FIT--1.

Now, the “pattern search” optimizes the parameters A; and 4]
of the function according to a direct search optimization scheme,
without the use of derivatives. The variable FIT is chosen as the
quantity to be optimized. The well known decay constants are fed into
the program as constant, whereas the unknown ones are treated as
variables. One should remark that it is always advantagequs to keep
the number of variable decay constants as small as possible. According
to this, the first variable decay constant is changed by a preset incre-
ment, & new set of AYs and a new FIT value is computed. This new
value is compared with FIT-1 and if improvement is obtained, the
decay comstent is changed again, in the direction found (poaitive or
negative) according to a certain pattern, until no further improvement
ocours, Then a new direction or smaller increments will be chosen, until
one of the convergence criteria is reached:

—further improvement of FIT is less than 10-;
—the step size has been reduced 5 times;
—the total number of steps per parameter is larger than 400,

If no improvement is obtained by the first chango of decay constant,
the opposite direction is tried. The pattern search is subsequently
repeated for all variable decay constants.

As the lowest value for FIT will not necessarily coincide at the
true half-lives, the authors recommend performance of the final cal
culation of 47, using the half-lives given in the literature, or obtained

2
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by a separate measurement of the pure isotopes. With these co. .vant
values, 47 can be caloulated without diffioulties, even if the half-lives
are a8 close to each other as 10-20%. For each 4 the standard deviation
can be computed according to

o{4?) = FIT [k} (9.39)

where ;] represents the corresponding diagonsal element of the invert
matrix, used for the caloulation of A7 by the loast squares technique.

When the estimated number of componeatas of the decay ourve is too
small, the program will end up with a high value of FIT and s warning
message can be given. When on the other hand the estimated number of
components is too large, several poasibilities exist:

a negative A7 value can be found for the extra component;

an exceptionally high standard deviation can be found for the 4

value of the particular component;

a very low positive value for 47 might even oceur.

An example of a decay cutve snalysis using this program is given
in Table 9.5. The half-lives of the known componenta are 2.5 m,
35.0 m and 316.5 m. Possibly one or two additional componenta can
occur with respective half-livea of 10.0 and 80.0 minutes,,

A more sophisticated way to solve complex decay curves, as repre.
sented by equation {9.37) is described by Gardner ef al. (5). The
function 44 (9.37) may be expressed in the form of & Laplace integral
equation:

Ac=f0) = [7 exp (~X) g(3) dr (9.40)

where g(A) is a sum of delta functions. A plot of g{A) versus A appears
as a frequency spectrum, due to the statistical deviations on f(f) and
the numerical computation involved in determining g(A). An example
of & plot of g(A)/A versus A for a four component decay curve is given
in Figure 9.14. From these results it is clearly shown that a peak in the
frequency spectrum indicatea the presence of a component. The abscissa
value at the centre of the peak gives the decay constant A, whereas the
height of the peak is proportional to 47, The fluctuations around the
zero ordinate can be puzzling as a low activity component could be
overlooked, The authors perform the determination of g(A) from the
experimental function f(#), by inversion of the Laplace integral equation
(9.40) uesing a method of Fourier transforms.
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TABLE 9.5
Example of decay curve analysis using program “‘SMASH" (8)

Input half-lifa* Final half-life A} Final
Run  Component {minutes) (minutes) {opm) FIT
1 1 — 35.0000 28.2331 31280.203 3.619714
2 -~ 2.5000 4.7386 107874.125
3 =316.5000 300.9714 2179.408

Warning: number of components is probably too small

2 1 - 80.0000 283.6805 ~134.206 0.927518
2 - 2.5000 2.5121 100083.500
3 — 10.0000 10.0281 49694.371
4 -~ 335.6000 36.1406 19943.489
5 —316.6000 3168.5042 2120.122

Warning: number of components is probably toa large

3 1 2.5000 — 100228.562  0.935111
2 35.0000 — 20012,785
‘3 316.5000 — 2003,538
4 10,0000 —_ 49705.316

1l ] — 25000 - 25110, 100094125  0.925820
2 — 350000 35.1406 19940.410
3 —316.0000  318.6675 1986.785
4 - 10,0000 10.0289 49696.102

* Negative sign indicates that half-life is considered as variable.

Firstly the variables of equation (9.40) are transformed into:
A=exp(-y) and ¢ = exp (x) (9.41)
which yields, after multiplication of both sides Ly exp (z):
exp (=) flexp (2)] = [ exp{—exp (z—)] exp (<~ y) glexp (—y)] dy
(9.42)

Denoting the Fourier transform of exp (z) flexp (z)] by F(u), one
obtains:

Fluj = ((2a] [ exp (3) floxp (e} oxp (ipe) dz (9.43)

U. ANALYSIS WITHOUT CARMICAL SEPARATION -ﬂtyoo

By combining equations (9.42) and (9.43) and rearranging ter.wus, one
can write:

F() = [Y(2n%) [ gloxp(—y)] oxp Giny) dy
x [*_ exp[—exp (s)] exp (s) oxp (ius) ds (9.44)

where 8 = z — y.
The function g [exp (—y)] dy is related to the original variables ss

follows:
¢ [exp (—y)]dy = g(A)fada (9.45}

Inspecting equation (9.44) one remarks that the right hand side is
the product of G(u), which is the Fourier transform of g {exp (~)],

1 -
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Fig. 0.14. Analysis of a four component decay curve with A, = 0.5; 1, = 0.1;
Ay = 0.02 and A, = 0.01 (5),
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and K(u), wiueh represents the Fourier transform of exp [—exp (s)]
exp (¢).
According to this, equation (9.44) can be written:

Fl) = (2mP126) K(p) (0.46)
from which: .

Glp) = [1/(2m) %) [F(p) K ()] (9.47)

Writing the inverse Fourier transform of G{u), one eventually finds:

glexp (~9) = (U2m) [7 K@) oxp Gyp) dp (9.48)

It is obvious however that equations (9.43) and (9.48) cannot be
numerically integrated from — co to 0. Se, by introducing the limits
+#, and —z, which are the cut-off poinis of the integral, equation
{9.43) changes to;

(@m)2F() = [, exp (x) floxp (=)] exp (ipz) dz + (oo ) (9.49)

Since the cuteoff error of the z, limits is reflected in increasing the
height of the error ripples in the final results, tending to obscure the
real peaks present, it is necessary to choose z, in such s way that
the value of f(z,, u) is sufficiently small to ensure good resolution.
In the same way, the integration limits of equation (9.48), + u,, affect
the eventual frequency spectrum. If p, is chosen too large, the cut off
at 4 causes an increase in the height of the error ripples. On the other
hand, if ., is too small, & broadening of the final peaks occurs, resulting
in & resolution loss.

For the numerical integration, Gardner & al. recommend that all
decay constanta should be between 0 and 1. Next, each value of J)
is multiplied by its respective ¢ value and, using the transformation
described by equation (9.41), the results are plotted as exp (z) flexp ()]
Versus z.

The function F(x) is subsequently calculated as follows:

Flu) = [1@m¥#] [7 {(f*@) + f*(~2)] cos pz
+ i[f*¥(x) = fH(—x)]sin pz}dz (9.50)

- where f*(z) stands for exp (z) f[exp (z)]. This yields F, and Fy, respec-

tively the real and imaginary parts of F(u). K(u) is also composed of a
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real and an imaginary part, respectively K, and Kj, since it tur.s out to
be the Euler integral of the complex gamma function:

R(w) = @m T + i) (0.51)
Hence one can caloulate that equation (8.48) becomes

F.K, + FK; FiKy — F, Ky
g[exp( J)] = —J: [—rT(l;-[-—Kg OOSy + —TK +'-'K‘ 8 Yp d"

(9.52)
which gives the solution one is looking for.

Since Fourier type transforme are used, one can expect that a certain
amount of smoothing will be performed on the statistical scatter of
the data. However it should be noted, as for the previous methods,
that smoothing prior to analyais appreciably improves the final results.

In general one can remark that it is advantageous to subtract the
background and the activity due to isotopes which live long in com-
parison to tho meaguring time of tho whole decay ourve, before starting
the analyais. These activities yield a relatively small value for A and
no exact half-life caleulation can be performed on these isotopes. On
the other hand, analyses of decay curves are seriously hindered, when
dealing with low activities and consequently large statistical fluctua-
tions. The reliability of the results will also largely depend on the
ratios of the A} values belonging to the different components of
the complex deca.y curve. It is ocbvious that the activity in each point of
the decay ourve is referred to the middle of the measuring interval.
When the measuring interval becomea of the same order of magnitude
a3 the half-life of the isotope, substantial errors can ocour. Correction
for theae errors, and for the dead-time of the measurmg apparatus are
deacribed in Chaptar 10,

4. Oplimtzing Programs

It is obvious that computer programs can be used in activation
analysis for caloulating the induced activity by a nuclear reaction
and for determining optimum conditions for irradiation and decay.
This can be very useful especmlly when dealing with complex activation
and decay modes #4 ocour in parent-dsughter relations and branohmg

activation or decay (see Chapter &). . .
The complex program “AARDVARK", which lihs been described
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" and K(u), which represents the Fourier transform of exp [—exp (s)]

exp (3).
According to this, equation (9.44) can be written:
Flu) = 2m)2G(p) K(p) {0.40)
from which:
Gp) = [/(2m)13] [F(p){K{p)] (9.47)

Writing the inverse Fourier transform of G(u), one eventually finds:
glexp (~y)] = (1f2m) [7_ [F(u)/K(u)] exp (iyp) G (9.48)

It is obvious however that equations (9.43} and (9.48) caunot be
numerically integrated from — o to c0. So, by introducing the limita
+z, and —z; which are the cut-off points of the integral, equation
{9.43) changes to:

(2m) 2P (p) = J‘_-z' exp (z) flexp (2)] exp (ipx) dz + f(zo, p)  (9.49)

Since the cut-off error of the x, limits is reflected in increasing the
height of the error ripples in the final resuits, tending to obscure the
real peaks present, it is necessary to choose z, in such a way that
the value of f(z, u) is sufficiently small to ensure good resolution.
In the same way, the integration limits of equation (9.48), + p,, affect
the eventual frequency spectrum. If y, is chosen too large, the cut off
at z, causes an increase in the height of the error ripples. On the other
hand, if j14 is too small, a broadening of the final peaks occurs, resulting
in a resolution loss,

For the numerical integration, Gardner e al. recommend that all
decay constants should be between 0 and 1. Next, cach value of f(t)
is multiplied by its respective { value and, using the transformation
described by equation {9.41), the results are plotted as exp (z) flexp (z})
versus .

The function F(u) is subsequently calculated as follows:

F(u) = (@A) [2 {7*() + f(~2)] cos pz
+ilf*@) — f(~2)]sinpz} dz (9.50)

where f*(z) stands for exp (z) f[exp (x)]. This yields F, and F{, respec-
tively the real and imaginary parts of F{u). K{u) is also composed of a
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real and an imaginary part, respectively X, and K, since it ti. s out to
be the Euler integral of the complex gamma function:

K() = (@0 TQ + i) (0.51)
Hence one can calculate that equation (9.48) becomes
1 (] F Ky + FiKq FK, — FoK; . ]d
glexp (-y)] = ;J: [—W 008 yps + X4 & 8in yu (dp
(9.52)

which gives the solution ons is looking for.

Since Fourier type transforms are used, one can expect that a certain
amount of smoothing will be performed on the statistical scatter of
the data. However it should be noted, as for the previous methods,
that smoothing prior to analysis appreciably improves the final results.

In general one can remark that it is advantagecus to subtract the
background and the activity due to isotopes which live long in com-
parison to the measuring time of the whole decay curve, before starting
the analysis. These activities yield a relatively small value for A and
no exact half-life caleulation can be performed on these isotopes. On
the other hand, analyses of decay curves are seriously hindered, when
dealing with low activities and consequently large statistical fluctua.
tions. The relisbility of the results will also largely depend on the
ratios of the A} values belonging to the different components of
the complex decay curve. It is obvious that the activity in each point of
the decay .curve is referred to the middle of the measuring interval.
When the measuring interval becoraes of the same order of magnitude
as the half-life of the isotops, substantial errors can ocour, Correction
for these errors, and for the dead-time of the measuring apparatus are
deacribed in Chapter 10. '

4. Oplimizing Programs

It is obvious that computer programs-can be used in activation
analysis for calculating the induced activily by & nuclear reaction
and for determining optimum conditions for irradiation and decay.
This can be very useful especially when dealing with complex activation
and decay modes as ocour in parent-daughter relations and branching
activation or decay (see Chapter 5). _ '

The complex program “AARDVARK", which lits been described
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by Isenhour, 'Ans and Morrison (43, 44) does not consider these
special casss, but nevertheless can be of great help to the analyat,
The master program consists of three subprograms: “OPTIMIZE",
“OPTIPLOT” and “MULTIOPT”, which can be used either in
combination or separately. The program allows the analyst to deter-
mine optimum conditions for irradiation and decay time for single and
multi element analyses.

All three programs are based on maximizing R;, which represents
the ratio of the activity, induced in an element J» to the activity induced
in all elements present. Ry is maximized as a function of irradiation
time £, and decay time f. Indeed Ry can be represented by:;

= 2N spsofll — exp(—Asy)] exp (=~ Ajt)
2. 2Nl — exp (= Ay)] exp (= Ad)

(9.53)

where 2z represents the detector efficiency in the considered energy
region corrected for the possible branching in the decay schemne,
N is the number of target nuclei, ¢ the neutron flux, & the
reaction cross section and A the decay constant of the formed

nucleus.
Ry is subsequently maximized with respect to I and ¢ as followa:
R Ry -
— | =0 d —1 = ’ .
[ %, an [ 7 |, 0 (9.54)

The master program initiates the operations by reading the input
data and subsequently turns control over to each of the subprograms.
“OPTIMIZE" firstly determines if the activity produced by a given
reaction is sufficient for analysis. For the resctions where this
requirement is met, the values for ¢, and ¢ are computed according
-to equation (9.54), in order to obtain a maximum R;. So this program

caleulates the optimum conditions for a single element activation in
a multicomponent matrix. The programs “OPTIPLOT” and “MULTI.
OPT” are used for multieloment activation analysis in a multi.
component matrix. “OPTIPLOT" computes optimum decay times for
& series of irradiation times and then plots the maximum Ryvaluesasa
function of irradiation time. These graphical results allow the operator
to establish which elements can be simultancously analyzed for a
fixed irradiation time.

The program “MULTIOPT” firstly. finds out whether an irradistion
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time exists for which all considered reactions produce an activi»_,l:{;x
enough to give rise to Ry values above a fixed minimum. Therefore,
decay time optimization is applied. Then, the most limiting reaction
is disregarded, and the program starts all over sgain with the remaining
reactions. The discarded reaction is still taken into account for the
caloulations, along with all other interferences, The process is repeated
until only two reactions remsin under considerstion. In this way
“MULTIOPT” indicates whioh ocombinstion of elements can be
analyzed for one fixed irradiation time. The program was applied by
Isenhour et al. (43,44) to the analysis of impurities in high purity silicon
samples. The results of “OPTIMIZE” and “MULTIOPT” are sum-
marized in Table 9.8 whereas Figure 9.15 shows the graph of the maxi-

TABLE 8.6

Results of *OPTIMIZE"” and “MULTIOPT" programs for the analysis of a°
1 ghilicon sampls (43)

' OPTIMIZE Eection

Maximum Optimum  Optimum  Activity
ratio irradiation  decay produced  Waight
Reaction used  {Ry)uax time time (dpa) (1g)
YAg (n, y) ™As 0.242 17.4h 70.2h 20 0.02
3¢y (n, y) “Cu 0.267 1.7h 23.51h 20 0.05
%Cu (n, y) %Cu - — - <20 0.05
¥Ga {n, y) "*da 0.038 473h 18.3h 20 0.005
1K (n, y) YK - - - <20 0.05
$53In (n, ) HAln 0.800 52.6m 3.0h 084 0.05
13Na (n, y) Na 0.098 48.0h 84.0h 20 0.34
1318h (n, y} 1128b 0.708 36.5h 7d 243 0.03
14T4q (n, y) 19%Ta §— _— _— <20 0.05
44Zn (n, ¥) $¥Zn — —_— — <20 2.0
$tZn (n, y) *%Zn 0.270 7.25h 29.0h 38.8 2.0
MULTIOPT Seotion
Irradiation

Minimum time

ratio (hour) ©Mn  MNa 8L OZn 0u A

0.239 37.8 24 §82.3 168.0 242 16.8 63.3

0.257 22.7 24 71.3 LT 257 18.1 —

0.258 22.7 24 77.3 1417 287 —_— _—

0.754 48.0 24 840 1680 — —_ —_

0.800 1.1 3.0 220 — — _— —
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mum activ _ ratic versus irradiation time obtained by the program
“OPTIPLOT". From Figure 9.15 it can be scen that for a 30 h irradia-
tion time, and applying optimum decay times, sodium, manganese and
antimony can be analyzed with good precision; for zins, copper and
arsenic the situation is less favorable. This is sustained by the results
of “MULTIOPT” from which it appears that for a 37 h irradiation all
six elements obtain a Ry ratio of at least 0,239,

Na
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Fig. 0.15. Optiplot results for 1 g silicon matrix containing 0.02 KB Ase, 0.05

g Cu, 0.005 ug Gs, 005 ug K, 0.34 ug Na, 0.03 #8 8b, 0.05 ug Ta, 2 ug Zn, 0.05
pg Mn (43).
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(D) Usk oF SpECIAL DETECTION SYSTEMS

The analysis of complex gamma spectra can be highly simplified
when one succeeds in suppressing the Compton region of the speoctra.
Two ways of obtaining this result exist:

surrounding the NaI{Tl} detector with an anticoincidence shield;

subtracting the Compton continuum of the NaI(Tl) spectrum by
means of & second detector, which gives rise to Compton effect only,

The principles of both methods have been discussed in Chapter 6.

Perkins (45,46,47) used two 12.7 x 12.7 em oylindrical NaI(Tl)
detectors, between which the source was sandwiched. The detectors
were surrcunded by an Nal(Tl) scintillator in anticoincidence. The
spectrometer used was a 4006 channel multiparameter analyzer. With
this anticoincidence shield, the already small Compton continuum was
further reduced by a factor of about 5. Furthermore, cascade gammas
were easily measured by means of & sum coincidence technique, and
used for quantitative determination. The author determined simul.
taneously and without chemical separstions the isotopes %Co, 3Na,
83Y and 13Cs in “fall-out” products, and *4Cu, 7:Ga, 7%As, 1¢°La,
140Ba, 1248b and **Co in reactor cooling water,

The Compton subtraction spectrometer, as firstly - desoribed by
Peirson and Iredale {48,40,50) was applied by the last author for the
determination of iron, gadolinium, sodium and scandium in aluminium.,
The reactions used together with the obtained limita are represented
in Table 9.7.

TABLE 0.7
Detection limits for the analysia of impurities
in aluminium after Iredale (51)
Reaotion Detection limit (ppm)
K8 {n, y) $*'Fe 1.2
1Ga (n, y) "*Ga 530
430 (n, y) 4*So 0.5
234 (n, ¥} *Na 10

Adams and Hoste (52) determined by rheans of a Compton subtrac-
tion speotrometer antimony in lead in a concentration region from 1 to
0.03%, using the 0.566 MeV gamma ray of 133Sh, In order to correct
for matrix shielding and flux variations, & known amount of gold was
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spotted on the éamples and the 0.412 MeV gamma ray of *?%Au was
used as an internal standard,

De Soste and Hoste (53) describe the determination of cobalt in
nickel by means of a modified Compton subtraction spectrometer

- (54,55). The isotope $*Co formed by (n, y) reaction on the element to be

determined is measured versus the %%Co activity produced by (n, p)
reaction on the nickel matrix, which is used as an internal standard. By
choosing an adequate irradiation facility with a suitable thermal to
fast flux ratio, cobalt concentrations ranging from 104 to 0.5 ppm
could be determined nondestructively in & nickel matrix. The limit of
the method is due to the reaction *°Ni(n, p)**Co.

The application of large NaI‘Tl) crystals can bo useful for the sup-
pression of the Compton spectrum, although generally an appreciable
loss in resolution obtains. Thin NaI(Tl) wafers, however, are advan.
tageous for the measurement of X-rays and low energy gamma rays,
in the presence of high energy radiation.

Indeed, a 1 mm thick NaI(Tl) wafer is practically transparent for
gamma rays above 150 keV, whereas good detection efficienoy still
occurs for 100-keV photons. Gijbels and Hosts (56) made use of a 7.5 em
diameter by 0.1 em thickness wafer, provided with a beryllium window
of 37 mg per cm? for the determination of traces of osmium in ruthen.
jum. Osmium was measured aa 1910z (T'y;,=186 d), emitting an iridium

' X.ray at 65 keV. The ruthenium matrix mainly gives rize to 1%%Ru

(Ty73=40 d), with its main gamma ray at 0.498 MeV. Although the
osmium was separated from the ruthenium activity by distillation
from H,80,~H,0,, the osmium fraction appeared to be contaminated
with 19Ru. Fowever, the wafer-detector allowed the determination
of 10 ppm osmium in & 10 mg ruthenium sample, without need for
correction due to the !%3Ru activity,

The development of the Ge(Li) detector constituted the biggeat step
forward in gamma ray spectroscopy, resulting in a resolution gain by
a factor of approximately 20 in comparison with the NaI(Tl) detectors.
These semiconductors described in Chapter 6, section I1T, A, 3, simplify
chemistry to group separations, as numerous isolopes can be determined
in one single measurement.

(E) AUTOMATED ACTIVATION ANALYSIS

Automated sctivation analysis can start with the irradiation and
end with the print out of the results, Automation can be worthwhile

Y, ANALYSIS WITHOUT CHEMIOAL SEPARATION ‘y

when dealing with the analysis of certain elements in large m:ple
geries such as minerals, oil, steel and biological materials. The technique
can be developed so a8 to obtain a push button machine which can be
operated by unspeoialized personnel.

The system consista of the following componenta:

the irradiation source, & neutron generator, 8 nuclear reactor, an
accelerator, ., .. ;

s transport system for the samples;

if needed, automated chemical separations;

adequate measuring techniques, tending towards specificity;

a computing machine for data analysis and evaluation of the results;

a programming system which controls the different operations.

‘When a neutron generator can be used for irradiation purposes, the
costs of the installation may be kept within reasonable limits. However,
when a nuclear reactor or g powerful accelerator is needed, costs are’
quite high, so that only important research centres can use such &
system economically, e.g. a.centre for activation analysis, for oil
research, for geological prospecting or for agricultural research.

The well known work of Wainerdi and ooworkers (57,58,569,60) deals
with automated activation analysia systems using a nuclear reactor as
irradiation source. The apparatus is capable of performihg 750,000
analyses par year ancd was used, e.g. for the simultaneous and non-
destructive determination of sodjum, chlorine and magnesium in blood
serum (61). Further applications were made in the determination of
tellurium in blood, urine and water, selenium in urine snd blood, and
silver in brain tissue of rats (62). In this last analysis, the total computer
time per sample was 2.6 m and the cost waa estimated by the authors
as 1.37 § per analysis.

Hoste ¢ al. (63) describe an automated oxygen analysis aystem for
steel samples, using 14 MoV neutrons from a neutron generator to
produce the reaction 4O(n, p)"*N (T'y/4 = 7.4 8). A rectangular double
pneumatio transport system for cylindrical 40 g steel samples 8 mm X
26 mm diameter is used, allowing the standard to be activated at the
same time as, and behind the sample. The 1N gamma activitics above
4.5 MeV are measured by means of two separate counting systems.
The data are fed into a small electronis computer, which calculates and
prints the oxygen content in mg. The sensitivity of the method is
about 0.1 mg oxygen at maximum neutron output.

The complete system is industrialized and is operational in & steel
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plantona 24  rbasis, with up to 400 analyses per day. Starting from
the liquid steel bath, the oxygen content is obtained within less than
5 m. As an extension, the authors studied oxygen analyses in 11
different nonferrous metals: Al, Bi, Cd, Co, Cu, Nb, Pb, Ta, Ti, Zn and
Zr. Next to the well known interference, due to the reactions 1B(n,p)
1Be (T4 = 13.6 &) and *'B(n, «)*Li (T'y;, = 0.85 s), poasible matrix
interferences of these metals on the determination were investigated.
Lead and zirconium interfereseriously by the formation of therespective
igotopes *7"Pb (T, = 0.8 5) and 9“Zr (T, = 0.8 5), whereas copper
and aluminium interfere to & lesser degree, mainly due to pile-up of the
induced matrix activity. All of these interferences could be eliminated
by the choice of proper measurement sequences.

Comar and Le Poec (64,65) constructed an automated system for
the separation and determination by activation analysis of iodine in
biological materials. The produced isotope 1281 is automatically purified
by anion exchange, extracted and distilled. A metering pump transfers
the iodine fraction in a spiral, placed between two beta detectors. The
results of the measurementas are clearly printed.

Examples of-automated chemical separation techniques are given
in Chapter 8.
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CHAPTER 10
SYSTEMATIC ERRORS IN ACTIVATION ANALYSIS

I. General Considerations

The activity induced in an element after an irradiation time #, can be
calculated from equation (5.38), in the case of “simple activation™.
A more practical form of this equation is

R(ty) = ""__.._812 A%y [1 — oxp (—' (;,ij ")] (10.1)

R(5)/3.7 x 107 gives the activity in milliourie (mo). After & waiting
time £, the activity is obviously given by equation (5.37):

Rity, t) = R(ts) exp (—0.603 §/Ty5) (10.2)

In the case of more complex systems, including isomeric activation,
parent-daughter relationships, etc. equations .(5.44), (5.47), (6.52),
(5.53), (5.55), (5.56), (5.59), (5.60)... or their practical equivalents
should be used. In the above equations:

R = measured activity in cps (R = zD, where D = disintegration
rate in dps); .

w = weight of the irradiated element in gram; (if & compound,
such as an oxide, ia irradiated, its weight must be multiplied
with the appropriate analytical conversion factor);

z = efficiency of the detector; '

& = abundance of the activated nuclide (100%, = 1);

A4 = atomic weight of the irradiated element;

N4 = Avogadro’s number = 6.023 x 103;

y = chemical yield (if the activity is counted after a chemical
separation);

T,73= half-life of the radionuclide formed;

ty and ¢ = irradiation and waiting time respectively; (expressed in
the same unit a8 I'yye: 8, m, h...);

o = isctopic activation cross eection. If only thermal activation
oceurs (i.e. at the irradiation position the cadmium ratio of

Q 4485
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